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Quantum machine learning
Number of papers per year



Quantum machine learning
Approaches

Classical ML

Quantum simulation of quantum systems

Quantum “inspired” ML

ML applied to quantum systems

Quantum “accelerated” ML



Quantum “accelerated” ML

From: https://pennylane.ai/qml/whatisqml.html



Quantum “accelerated” ML
Algorithms

• Variational classifiers


• Quantum kernels


• Quantum SVMs


• Quantum neural networks


• Quanvolutional neural networks


• Quantum GANs


• Etc.



Quantum “accelerated” ML
Variational Classifier

Sen, P., & Bhatia, A. S. (2021). Variational Quantum Classifiers Through the Lens of the Hessian. arXiv preprint arXiv:2105.10162.



Quantum “accelerated” ML
Quantum feature map

• Basis encoding 


• Amplitude encoding


• Angle encoding


• Hamiltonian encoding
From: https://pennylane.ai/qml/whatisqml.html
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Quantum Feature Map
Many classical machine learning methods re-express their input data in a different space to make it easier to work with, or
because the new space may have some convenient properties. A common example is support vector machines, which
classify data using a linear hyperplane. A linear hyperplane works well when the data is already linearly separable in the
original space, however this is unlikely to be true for many data sets. To work around this it may be possible to transform
the data into a new space where it is linear by way of a feature map.

More formally, let  be a set of input data. A feature map  is a function that acts as  where  is the feature
space. The outputs of the map on the individual data points,  for all , are called feature vectors.

A feature map can transform data into a space where it is easier to process.

In general  is just a vector space — a quantum feature map  is a feature map where the vector space  is a
Hilbert space and the feature vectors are quantum states. The map transforms  by way of a unitary
transformation , which is typically a variational circuit whose parameters depend on the input data.

For some more detailed examples of quantum feature maps, see the entry for quantum embeddings, and the key references
Schuld & Killoran (2018), and Havlicek et al. (2018).

X ϕ ϕ : X → F F
ϕ(x) x ∈ X

F ϕ : X → F F
x → |ϕ(x)⟩

Uϕ(x)



Quantum “accelerated” ML
Basis embedding 

• Input dataset:


• Dataset is represented as superpositions of computational basis states:


• For binary variables requires N qubits

𝒟 = {x(1), …, x(m), …, x(M)}, x(i) ∈ XN

|𝒟⟩ =
1

M

M

∑
m=1

|x(m)⟩



Quantum “accelerated” ML
Amplitude embedding

• A normalized classical N-dimensional datapoint is represented by the amplitudes of 
an n-qubit quantum state with 


• The input examples are concatenated together


• The dataset is represented as: 

N = 2n

|ψx⟩ =
N

∑
i=1

xi | i⟩,

|𝒟⟩ =
2n

∑
i=1

αi | i⟩,

α = Cnorm{x(1)
1 , …, x(1)

N , x(2)
1 , …, x(2)

N , …, x(M)
1 , …, x(M)

N },



Quantum “accelerated” ML
Quantum circuit

From: https://pennylane.ai/qml/whatisqml.html



Quantum “accelerated” ML
Parameter shift to calculate gradients

From: https://pennylane.ai/qml/whatisqml.html



Quantum “accelerated” ML
Parameter shift

• Objective function:


• Parameterized gate with generator G (Hermitian):  


• If G has only two eigenvalues  and , we have:e0 e1

f(θ) = ⟨ψ | U†
G(θ) A UG(θ) |ψ⟩

d
dθ

f(θ) = r[f(θ +
π
4r

) − f(θ −
π
4r

)]

UG(θ) = e−iθG = I cos(θ) − iG sin(θ)

r =
a
2

(e1 − e0)



Quantum “accelerated” ML
Parameter shift for Pauli gates

Crooks, G. E. (2019). Gradients of parameterized quantum gates using the parameter-shift rule and gate 
decomposition. arXiv preprint arXiv:1905.13311

d
dθ

f(θ) =
1
2 [f(θ +

π
2

) − f(θ −
π
2

)]



Gracias!

fagonzalezo@unal.edu.co


https://dis.unal.edu.co/~fgonza/
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